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Abstract. Current paper presents an application of Deep Neural Networks in the field of detecting fire in different areas. Using machine vision,
combined with Deep Neural Networks makes possible to improve the fire detecting using a camera.
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INTRODUCTION

Fire can be caused by multiple sources and for
preventing fire spreading, a fire extinguishing system is
needed to be used. Most systems for fire detection are
based on sensors but in the recently years fire can be
detected using a single camera and a well-trained neural
network for fire recognition. This paper presents a
neural network that creates a pixel mask over the
flaming objects in the image.

OVERVIEW

Industrial facilities and nature can always threat by the
fire because of different reasons. Sensors may not
always be highly efficient thus the development of more
advanced methods for fire detection are necessary.
Artificial neural networks (ANN) are very efficient in
finding various objects and can be used for detecting
fire. They can replace any expensive sensors by just
using a surveillance system. Once a fire has been found
the ANN can automatically show a picture of where the
fireis and activate the needed actions for preventing the
burning thread from spreading. These actions can
control different types of fire extinguishers including
acoustic fire extinguishing [1].

ARCHITECTURE OF MASK R-CNN
The mask R-CNN is a deep neural network used for
solving instance segmentation problems in computer
vision separating objects in a video or image. It is based
on Faster R-CNN architecture with two major changes :

e [treplaces the ROI pooling module with a
more accurate ROI Align module
e Inserting an additional branch out of the ROI
Align module
The additional branch accept the ROl output and then
sends it into the convolutional (Conv) layers. The mask
is the output of the Convolutional layers. Acquired

image is processed by the neural network and
recognized objects are masked on the image.

Mask R-CNN has two stages.

1 — Generating proposals where the regions might be in
a object based on the input image.

2 — Predicting the class of the object and refines the
bounding boxes generating a pixel level mask of the
object in the first proposal.

This network is a Feature Pyramid Network (FPN) style
deep neural network. It consists of a bottom-up
pathway , a top-bottom pathway and lateral
connections. Bottom-up pathway can be any ConvNet,
usually ResNet, which extracts features from raw
images. Top-bottom pathway generates feature
pyramid map which is similar in size to bottom-up
pathway. Lateral connections are convolution and
adding operations between two corresponding levels of
the two pathways. FPN outperforms other single
ConvNets mainly for the reason that it maintains strong
semantically features at various resolution scales. At the
first stage a light weight neural network called RPN scans
all FPN top-bottom pathway and proposes regions which
may contain objects. While scaning it is also needed a
method to bind features to its raw image location. This
is achieved using anchors. They are a set of boxes with
predefined locations and scales relative to images.
Ground-truth classes(only object or background binary
classified at this stage) and bounding boxes are assigned
to individual anchors according to some value. As
anchors with different scales bind to different levels of
feature map, RPN uses these anchors to figure out
where of the feature map ‘should’ get an object and
what size of its bounding box is. At the second stage,
another neural network takes proposed regions by the
first stage and assign them to several specific areas of a
feature map level, scans these areas, and generates
objects classes (multi-categorical classified), masks and
bounding boxes. The procedure looks similar to RPN.
Differences are that without the help of anchors, stage-
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two used a trick called ROIAlign to locate the relevant
areas of feature map, and there is a branch generating
masks for each objects in pixel level (fig. 1).

STAGE 1

STAGE 2

—

class ‘ bbox mask

Fig 1. Architecture of MASK R-CNN

The neural network is an extension to the Faster R-CNN.
The faster R-CNN can only predict bounding boxes while
the Mask R-CNN in parallel predicts the object mask.

Class box

RolAlign

Fig 2. Mask R-CNN framework for instance
segmentation

USED LIBRARIES FOR FIRE DETECTION

To implement the presented algorithm (fig. 3) are
used several software technologies. For processing of
images is used OpenCV. This is an open source computer
vision and machine learning library. It is designed to
provide a common computer vision application
infrastructure and accelerate machine perception. The
library has more than 2,500 optimized algorithms that
include a comprehensive set of classical and advanced
computer visions and machine learning algorithms. It
has C ++, Python, Java and MATLAB interfaces and
supports Windows, Linux, Android and Mac OS. OpenCV
mostly relies on real-time vision applications. There are
over 500 algorithms and about 10 times more features
that compose or maintain these algorithms [2].

Numpy is a library for the Python programming
language, supporting multi-dimensional arrays. Using
NumPy we can display the images as multidimensional
arrays. With NumPy built-in mathematical functions at a
high level, numerical analysis of the image can be
performed quickly and easily.

Matplotlib is a separating library. When analyzing an
image, Matplotlib is used regardless of whether it
separates the image from histograms or simply opens
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the image itself. Imutils is a library with common
features such as rotation and resizing.

TensorFlow - TensorFlow is an end-to-end open source
platform for machine learning. It has a comprehensive,
flexible ecosystem of tools, libraries and community
resources that lets researchers push the state-of-the-art
in ML and developers easily build and deploy ML
powered applications.

ALGORITHM

The algorithm starts with initialization of entire system.
When initialized the application is started it reads a
video signal from a USB camera that can be USB IP or
any other type. The acquired video frame is being
resized and scanned by the trained mask R-CNN neural
network. It is trained to recognize flames in the image.
When a flame is detected with high percentage to be an
actual frame its pixels coordinates are returned by the
neural network. The application program draws a
rectangular frame around the detected fire mapping all
fiery pixels inside it and activate an alarm for fire
extinguish.

| System initialization |

[
v

Reading image from
camera

|

Applying Deep Neural
Metwork for Fire
detection

*

/” S
//I;ire is found in t"l\E\\\\\
\\\ image? o~

. " ¥es

Draw rectangle around
the Fire

-

Create mask around the
found object

.

| Activate alarm |

Fig. 3. Algorithm of operation

TRAINING THE NEURAL NETWORK
A neural network has been trained with Mask R-CNN
architecture which has high speed for detecting various
objects [3]. The training requires a preliminary database
of photos (some of them shown on fig 4) from which it
is necessary to extract the characteristics of the objects
which have to be found after that. It also requires to
create annotations of the mask in every image. The
neural network is trained using the library for machine
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learning TensorFlow.The neural network is able to
recognize multiple objects and by doing software
filtering which object is one from the trained list is fire
and which is not in the image.

Fig. 4. Some of the photos for training the neural
network

The well-trained neural network can be implemented in
various places ( CPU, GPU, VPU ).

EXPERIMENTAL RESULTS

For training the neural network for finding fire 60 images
were used extracting their characteristics and pixel
annotations training an neural network with Mask RCNN
Inception architecture for 45 000 cycles until reaching
the desired accuracy. The system can detect objects at a
different instance. The neural network was tested with
the following images which they were not included
while training. On fig 5 is shown fire detection in a simple
image for basic testing without other objects in it.

Fig. 5. Fire detection

For the second test of the neural network, a image with
afire in the living room and other objects was chosen for
testing which result can be viewed on fig 6.

For the third test a picture of a burning rooftop during
daylight was used and the results can be seen below.
The neural network was implemented in a video
surveillance system for fire detection which can run on
different platforms. On fig 8 is shown a image from a
video with burning objects.
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Fig 7. Fire detection on a burning house

Fig. 8. Top view of burning buildings.

CONCLUSION

The proposed neural network is very high reliable for
detecting fire and can be integrated in modern anti fire
systems replacing expensive sensors.The vision system
uses low-cost components and commercially available
technologies for detection of fire with high efficiency.
This system can be implemented in high temperature
facilities such as foundry, dryersand and production with
heat treatment.
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INTELLIGENT METHODS APPLIED IN MULTISENSOR FOOD ANALYSIS

T. Titova, V. Nachev, C. Damyanov

Abstract: This paper looks at some of the most important aspects related to sensory characteristics and examples of applications to
define the quality of food products. The purpose of the study is exploring the possibilities of combining data from different sensors in

order to increase the accuracy of classification of food products.

Key words: food quality, sensory analysis, multisensory analysis, e-nose, e-tongue

BBBE/IEHUE

AHanM3BT Ha XpPaHUTE ¢ HWHTEH3WBHO pa3BHBama 00JacT,
KOCTO € B CHOTBETCTBHE CHC CHBPEMEHHUTE M3HCKBAHUS 3a
TSIXHOTO Ka4eCTBO, OE30MaCHOCT W 3IPABOCIOBHOCT.
OcHoOBHATa IIeJI TIPH aHAIN3a HA XPAHUTEITHHTE NMPOIYKTH €
OCHTypsBaHE Ha WH(OpPMAnMs 3a IIHPOK CICKTHP OT
XapaKTepUCTHKH WM TPOILEAypH KaTo YCTaHOBSIBaHE HA
JICTATHOCT M CBHOTBETCTBHE HA CTHUKETHPAHE, OLCHKA Ha
KauecTBOTO, ACTEPMUHMpAHE HAa KOMIIOHCHTHO CBIBpIKaHUE,
YCTAaHOBSBAHE HA ABTCHTUYHOCT ¥ WICHTHYHOCT, CBCTaB,
(M3UKO-XMMUYHH CBOWCTBA, CEH30pHH aTpuOyTH W 1p. Tazu
uHbOpMAIMSA € OT pelIaBall0 3HAYCHHE 3a PAlMOHATHOTO
yCTaHOBABaHE Ha (PAKTOPHTE, OMPEACINANIM CBOWCTBAaTa HA
XpaHHTe, TAXHATA OE30macHOCT MW WH(OPMATHBHOCT IIPH
n3oopa mMm. Crnopex emHa oOT JIeQUHHIMUTE 32 KadeCTBO
Kacaela XpaHUTEIHH MPOIYKTH Hai-00MI0 TO MPEICTABIBA,
HabOp OT OMpEEICHH IOKA3aTeNH H3MEPeHH C OOCKTHUBHU
KPUTEPUH, OIpENENAI  ChCTOSHHETO HA  INPOAYKTA,
NPHEMJIMBO W OYaKBaHO 3a moTpedutens. B Tasm Bpb3ka
00eKTa Ha W3CICABAHE Ca TAKUBA METOH, C KOMTO MOTaT 1a
ce OIpEnenIT  XapaKTePUCTHKH KOpeNHparn c
OPraHOJICNTHYHN OIIEHKH, BBTPENIHO KadecTBO, XpPAaHHUTEIHA
CTOMHOCT, XWHMHYECKH CHCTaB, MCEXaHWYHH CBOICTBA,
(byHKIMOHATHY KadecTBa U fedexTu. B onpexenenu ciydan ¢
TEe3W METOAM MOXE Jla Cce NMOCTHTHE ¢JHA MHTETpalHa OICHKA
T.e. ONpeleNs He Ha TOBeYe OT C€JHA XapaKTepHUCTHKA
TIOCPEICTBOM €JIMH U ChIIl HHCTPYMEHTAICH METO/I.

B mocneqHuTe TOAMHM IMPH aHAIM3a HA XPaHH 3acCHJICHO
3all0YHa Jla CE MpHiara CHCKTPATHHS U CEH30PHUS aHAIN3
(,,eMeKTpOHEeH HOC” U ,,eJIeKTPOHEH €3MK’) 3a OIpeeissHE Ha
HSIKOW OCHOBHH CBOICTBa Ha MpojaykTuTe. M3crnenpaHu ca B
ONPE/ICNICHN 3aa4i M TEXHUTC Bb3MOKHOCTH 3a JAeGUHUpaHE
Ha TEXHOJOTMYHM KauecTBa, (pammmdukanmu, OakTepuaaHO
pasBuTHe, pasBamara (mpecHoTrata) W Apyrm  [2,6].
TpanuoHHO H3MOI3BAHUTE JI0Cera CEH30pH (YITPa3BYKOBH,
ONTHYHHM, MHUKPOBBIHOBH, JIa3epHU W  J1p.), Osxa
YCBBBPUICHCTBAHH KAaTO BB3MOXKHOCTH M CBBMECTHMOCT C
KOMITIOTBPHHUTE TEXHOJOTHMH M CBHBPEMEHHHTE METOAM 3a
00paboTKa Ha JaHHHM, KOETO JOBele 10 BB3NpHEMaHe Ha
MOHATHETO MHTEIUIeHTHH ceH3opu [1,7,8]. B romsma crenen
CHBPEMCHHHUTE CPEICTBA MO3BOJISIBAT IIPOLECA HA CHHTE3 B
CHBPEMEHHHUTE CHCTEMH 32 OKAueCTBSIBAHE J1a Ce JOOIIKH 10
rapagurMara Ha YOBelIKaTa CeH30pHA CHCTeMA.

CeHSOpHI/ITe XapaKTCPUCTHUKHU TI0 CBHIICCTBO MNPCACTABIABAT
CBOﬁCTBa, BB3NPpUEMAaHU OT HYOBCIIKHUTC CCTHBHU OpraHu
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(BBHIIEH BUJI, apoMaT, BKyc, Tekcrypa). CeH3opHara cucrema
Ha YOBEKAa H3I0J3BA Pa3HOOOpa3sHa BXOMANIA HH(OpPMAIUS
Opy B3eMaHe Ha pemieHue. VHTepHnpeTHpaHeTo Ha Ta3u
uH(pOpPMAIKs, OJIyYeHa OT CCTHBHUTE OPTaHH HA YOBEKA B
HErOBHsI MO3bBK, C IIeJ TIpHeMaHe Ha KpaiHO pelieHre He ©
Hemo TpuBHagHO. CaMO 3a ONIpEIENsIHETO Ha IOKa3aTellst
,CTCIICH Ha 3psJIOCT CE HM3I0JI3BAaT MHOXECTBO CBBP3aHH
MOKa3aTeJI KaTo LBSAT, apOMar, pa3MepH, Maca, OJIICHK U Jp.
TakaBa MHTEIMICHTHA, T.C. NMPUCHIIA HA YOBeKa 00pabOTKa
nopakaa HAesTa 3a OCBIIECTBABaHE C T.Hap. ,,CCH30PHO
obenunsiBane (sensor fusion) [8,9]. B T03u mpormec ce
CMECBaT M HMHTETPUPAT CHUTHAIM OT MHOXKCCTBO Pa3IMYHU
u3roynuny. VHpopmanusita, moiydeHa OT MYyITHCEH30pPHA
cucTeMa ce TIpepaboTBa Ype3 AITOPUTMH, KOHTO MOTaT
YCIOBHO Ja C€ pa3lgeiiaT Ha [BE TIPYIH: CCH30PHO
00cAMHsABAHE, OCHOBABALIO CC HA BEPOSTHO-CTATUCTHYCCKU
MOJCTM M  CEH30PHO KOMOWHHMpaHe Ha 0a3zata Ha
MHTEIIMICHTHH MOJIENHU. B MOCieaHUTe HIKONKO JACCETHICTHS
B HHKCHEpHATa MpPAKTHKa BCE II0-4ECTO Ce IIpuiiarat
MOAXOAUTE, MPH KOUTO Cc€ OOequHsBAT JAHHHTE OT
W3MCpBAHMATA HA PA3IMYHU CCH30PH, 33 Ja C€ MONyYd
ONTHMAJHA OICHKA Ha KAYeCTBOTO B CTATHCTUYECKH CMHUCHI

[1,9].

B cratusTta ce pasrnexaa euH MOJXOJ 3a M3II0J3BaHE Ha
MYJITHCEH30pHO 00€IMHSBaHE Ha JaHHU C LeJT ToJTydaBaHe Ha
WHTETPATHA OIIEHKM M TOBUIABaHE HH(POPMATHBHOCTTA Ha
MPU3HAIMTE M3MOJI3BAIIM JaHHU OT pa3IM4HU 1O THII
CEH30PHU JIaHHHU.

MATEPUAJIM U METOIN

Cucmema ,enekmponen Hoc“. MupucbT € €gHO OT
OCHOBHHUTE OpPTaHOJISTITHYHU CBOMCTBA, KOETO C€ BB3IMpHEMA
OT ceTMBara Ha 4doBeka. MneHtudukanusra Ha JajeHa
MHUpH3Ma HMa IIHPOKO MPUIOKEHHE — 33 OICHKa Ha
CBCTOSIHHETO ¥ KayeCTBOTO Ha arMocepHHs BB3AYX,
3[paBeorna3BaHe, MEIUIIMHCKA THACHOCTHKA, €KOJOTHYUCH
MOHHMTOPUHT, KaueCTBO Ha XpaHW, (apmaius, NETeKIUs 3a
HaJIMYue Ha oracHu razose u ap [10,11].

HapacrBamusT npe3 MOCICAHMTE TOAMHM HHTEpeC Ha
HMHAYCTPUATA KbM Ka4eCTBOTO Ha XPAaHHTE IO OTHOIICHHE HA
CB3JaBAaHETO HA TIIOJE3HM TEXHHKH 3a pa3lO3HABaHE Ha
MHPU3MH U CIFMHHHPAHETO Ha CyOEKTHBHHS (HakTop B
JloceraiiHara IpaKkTHKa, KAaKTO U CKBIO CTPYyBAlIUTe
NadopaTOPHU aHAIM3U C TIOMOIITA Ha ra30BU Xpomarorpadu,
JIOBEZIE 0 CH3IaBAHETO HAa HHCTPYMEHTApPHyM, MMl BHCOKA
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